
Optimal Pricing and Product Returns∗
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Abstract

E-commerce has provided consumers with the opportunity to evaluate a product’s
search attributes prior to purchase. At the same time, its experience attributes,
e.g., personal feel and fit, can often not be fully evaluated online without physical
inspection and are only revealed after purchase upon delivery. To offset this diffi-
culty, e-commerce retailers and online marketplaces offer lenient return policies to
consumers who feel that the goods they bought disappoint. Using a novel data set
of transactions and customer returns at a large online marketplace in the apparel
industry, we document that product return rates in the apparel industry are high,
ranging from about 5% to about 45% of purchases for a given product. In addition,
return rates causally depend on the prices paid. We conceptualize how pricing de-
cisions are affected by returns through (1) return rates, and (2) their dependence
on price. Estimating a choice-based model of demand that includes product re-
turns, we show that ignoring product returns severely biases estimates of demand
and may lead to incorrect pricing decisions. Incorporating product preferences,
(price-dependent) return rates, and return costs in the profit function, we show
how to solve for optimal prices. While return costs push prices up by increasing
the marginal costs, larger price elasticities of sales net of returns pull prices down.
Finally, we show how prices, return costs and profits change in equilibrium.
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1 Introduction

Online shopping has become an integral part of modern consumers’ lives. E-commerce

currently constitutes 15% of all consumer transactions (USA-Census-Bureau, 2021). The

distinguishing feature of online shopping is that it enables consumers to visit stores and

view a wide range of products without incurring travel costs. Online shopping also makes

it easy to compare products on search features, like price, style, color, or size, and many

websites provide these comparisons automatically (see, e.g., Amazon.com, Zalando.com).

Another advantage is that e-commerce retailers and online marketplaces can personalize

what they offer to consumers, and assist the latter sort through the vast array of goods

available from their stores.

However, the advantages of online shopping notwithstanding, fully experiencing at-

tributes like feel and fit is not possible online. This leads to post-purchase preference

updates –possibly even reversals– and regret. Competing platforms and online retailers

realize this and offer lenient product return policies to attract consumers.

In practice, firms’ return policies lead to a large number of product returns. In 2016, a

CNBC news item entitled “A $260 billion ticking time bomb” described the ever-increasing

costs of product returns to e-retailers (Reagan, 2016). The report called for the manage-

ment of returns, especially for apparel products. Recent estimates show that the total

value of returned items in the United States of America (USA) reached $370 billion in

2018, an amount equal to almost 10% of all retail purchases (APPRISS, 2018; OPTORO,

2018), and continues increasing dramatically after the coronavirus pandemic to $760 bil-

lion in 2021 (OPTORO, 2022). Historically, return rates remain at 5-8%; however, a

typical return rate for a modern e-commerce retailer currently stands at a much higher

level, 15-20%. Moreover, only 20-40% of the return costs can be recovered by e-retailers
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(OPTORO, 2016). The return rates are especially high in the apparel category and may

reach 40% (OPTORO, 2018). Aside from this being wasteful in direct monetary terms,

it is also an environmental disaster. For instance, it is estimated that 10% of all product

returns are discarded or destroyed and end up in landfills (Reagan, 2019).

The problems of high return rates may be exacerbated by the fact that firms do not

take product returns into account when they make pricing decisions. For two reasons,

this may be the case in practice. First, data on orders are usually easier to obtain than

data on final sales, as the latter need to first be constructed by linking data on orders

and returns. Second, standard pricing formulas do not take returns into account. If, as

a consequence, the prices firms set are too low, then the equilibrium number of returned

products may be too high.

These considerations shape the three main goals of this paper. Our first goal is to

document the extent and nature of product returns in the apparel industry in more

detail. This includes providing evidence on heterogeneity in return rates across consumers,

products, and brands. Our second goal is to investigate whether there is empirical support

for the hypothesis that returns causally depend on the price. This hypothesis is derived

from the idea that everything else being equal, higher prices leave consumers with less

surplus; therefore, consumers may be more likely to return a product when the price is

high. Our third goal is to propose a way to derive optimal prices in the presence of return

costs that also takes a possible dependence of the return rate on the price into account.

Using data from a large Turkish online marketplace, we document that product returns

vary strongly across products and brands and average between about 5% and 46% for the

100 best-selling female jeans for the observed period in 2019. We show that the return

rate indeed increases in price. A direct consequence of this finding is that ignoring product
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returns makes markets look less price sensitive than they really are. The reason is that

final sales depend on price not only because initial sales depend on price, but also because

the return rate depends on price. As a consequence, an increase in price leads to fewer

initial sales and more returns. In our case, the price elasticities of final sales, when returns

are taken into account, are on average 2.1% higher than the elasticities for initial sales,

or orders.

We assume that firms do not take returns into account. This allows us to use the

inferred demand system to recover marginal cost and to compute prices that maximize

profit in the presence of returns. We find that firms would need to lower their prices

by 1.5% to maximize profits even if return costs were 0. This effect is solely due to the

positive dependence of the return rate on price. When we additionally incorporate return

costs, final equilibrium prices go up by 2% on average.

The remainder of this paper is structured as follows: We review the related literature

in Section 2. In Section 3, describe our data. We present the main empirical facts about

product returns in Section 4. We study optimal pricing in Section 5. Section 6 explains our

empirical strategy, including identification, model specification, and estimation methods.

Section 7 presents the empirical results for the estimation of demand and return models.

Section 8 quantifies the changes in equilibrium prices and profits when product returns

are incorporated into the analysis. The last section concludes.

2 Literature

This paper contributes to the literature on customer product returns and optimal pricing

in management and economics in three ways. First, we contribute to these fields by doc-

umenting that product return rates are heterogeneous (across products and brands) and
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depend causally on price. Second, we study the effect of product returns on estimates of

demand primitives, in particular the price elasticity of final sales, using a rich transaction-

level e-commerce data set that includes product returns and consideration sets. Third,

we reformulate the firm’s problem to include product returns and return costs and derive

optimal pricing policies in equilibrium.

Research on product returns can be categorized into three groups. The first group

develops applied microeconomic theory for optimal pricing and the return policy. For

instance, Che (1996) and Shulman et al. (2011) model monopoly and oligopoly sellers of

experience goods and suggest that it is optimal to offer free returns (or small restocking

fees) and higher prices. However, when multiple sellers compete, they find equilibria

where consumers pay for returns. Ketzenberg and Zuidwijk (2009) suggests an optimal

pricing and return policy for a monopoly seller based on a two-period theoretical model

where firms charge recovery costs for returned items and a reselling option in a later

period. Finally, Ofek et al. (2011) builds a theoretical model to study when brick-and-

mortar stores decide to enter online markets in the presence of product returns. Our

study contributes to these theoretical studies by deriving an optimal pricing rule for

multi-product firms that can be used to numerically solve for optimal prices at the firm

level and in equilibrium. Our pricing rule is general and can be used in markets with

multiple firms. Inputs into this are estimates of demand for all products as a function

of all prices, estimates of return rates and their dependence on price, return costs, and

marginal costs. It is also useful from an academic perspective, as it can be used to infer

marginal costs when return costs are known.

The second set of studies on product returns seeks to determine the effect of offering

pre-purchase information and the effect of return policy design on return rates and post-
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purchase consumer behavior. Anderson et al. (2009) develop a structural model of demand

in which customers decide whether to purchase an item first and then whether to keep or

return it. Shulman et al. (2015) also builds a structural model with reference-dependent

utilities and estimates it. Using experimental data, they show that the provision of pre-

purchase information can reduce the number of product returns. However, these studies

do not analyze differential return rates at the product level and their impact on demand.

Sahoo et al. (2018) and Minnema et al. (2016) study the effect of customer reviews on

product returns. They find that a high number of reviews leads to a lower probability

that a product is returned. They also find that a period with unusually many positive

reviews (for instance, compared to long-run averages) results in an increase in sales but

also an increase in the likelihood that products are returned. Shehu et al. (2020) estimates

the effect of free shipping promotions on returns when the firm otherwise charges a fixed

amount for shipping. They find that although free shipping increases final sales (initial

sales minus returns), the costs associated with returns more than compensate for the

additional profit and create an overall loss. In contrast to that, Petersen and Kumar

(2009) shows that introducing product returns can increase profitability, by increasing

the likelihood of a purchase, despite the cost of returns. Bower and Maxham III (2012)

analyzes post-return behavior. They find that spending is significantly higher in the long

run if shipping is free for returns. We contribute to this literature by documenting that

the return rate causally depends on the price. In our case, this dependence is positive.

This finding is in line with the hypothesis that the surplus associated with keeping the

product is an important input into the decision to return the product. Everything else

equal, a higher price leads to a lower surplus, and therefore the likelihood of returning

the product is higher.
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The third group of papers zooms in further and focuses on predicting returns at

the consumer and product level. Ketzenberg et al. (2020) explores predictive methods to

identify customers who abuse return options using transaction-level data from a US-based

retailer. Kedia et al. (2019) constructs a predictive model based on hidden customer tastes

and product features and estimates the model using deep neural networks. We add to

this strand of the literature by documenting that variation in the price can be used to

explain variation in return rates.

To the best of our knowledge, there is no literature on how product returns affect

pricing when the return rate depends on the price. This includes the absence of work

on structural modeling of consumer behavior in an e-commerce context with product

returns and measuring the extent to which estimates of price elasticities are affected by

product returns. Whereas Dzyabura et al. (2018) focuses on differential return rates

across products to make recommendations about which products to sell online, it takes

the products’ prices, the restocking costs, and the return rates as exogenous inputs. Our

contribution is to develop a general pricing rule in the presence of product returns and

show how one can use it in practice to determine optimal prices.

3 Data

3.1 Purchase and return data

Our data set is provided by a large Turkish online marketplace specializing in apparel.

It covers all purchases and returns at the individual level in the following five categories:

“jeans”, “dresses”, “pullovers”, “trousers,” and “coats.” Our data are at the customer-

product-day level and were collected during 105 consecutive days between 29-06-2019 and
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11-10-2019. They record purchases and returns for a sample of 1.4 million users and cover

1.3 million transactions. A customer is included in our sample if she made at least one

search of an item on the website of the marketplace during one of five randomly selected

days.1 A total of 530 thousand out of the 1.4 million customers in the sample made at

least one transaction.

The variables in the transaction data set are identifier codes for consumer, product,

time, and transaction. The consumer code is an identifier for the user (user ID) and

remains the same if the user logged into the website on a PC or accessed the marketplace

through a mobile application. Users visit the website through either the iPhone (50%) or

the Android (45%) application in an overwhelming majority of cases. Product attributes

are a product code, category, gender, price, and brand code. Product codes are the

same for the different sizes of the exact same product, but they are specific to other

characteristics including color. The categorical variable “gender” indicates the gender

of the intended user of the product, using the following levels: “female,” “male,” and

“unisex.” The variable price is a rescaled version of the original price (for confidentiality).

The Brand code is an indicator of the brand of the product. Additional attributes are

the average rating of the product, the number of reviews, and the number of customers

who marked the product as a favorite.

The transaction data also cover a time-stamped return dummy and a classifier for why

the product was returned (e.g., wrong size, product damaged, etc.). We can match these

data to the click-stream data of the section below by user IDs and time stamps. If the

customer orders multiple items in one session, we track this through the transaction code,

which is an identifier for the order decision. The average rating is the average number of

stars received by the product over the entire observation period (not the average rating

1This was done to keep the volume of data manageable. See Section 3.2.
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Table 1: Products

cumulative average std.
sales market average std. buying buying return
rank share brand rating price price price price rate
1 4.9 1042 4.4 0.95 0.0 0.95 0.0 8.8
6 15.6 40 4.5 1.9 0.0 1.9 0.0 11.1
11 20.5 18 3.8 1.24 0.25 1.2 0.2 37.2
16 24.4 1042 4.3 1.14 0.0 1.14 0.0 12.4
21 27.6 1042 4.3 0.95 0.0 0.95 0.0 10.5
26 30.3 1042 3.8 1.14 0.0 1.14 0.0 28.3
31 32.8 40 3.9 1.69 0.05 1.7 0.04 24.1
36 35.0 1042 4.4 1.13 0.09 0.99 0.25 19.2
41 37.1 40 3.8 1.9 0.0 1.9 0.0 20.8
46 39.0 40 4.4 1.39 0.16 1.26 0.2 12.8
51 40.8 40 4.6 1.9 0.0 1.9 0.0 6.6
56 42.5 40 4.1 1.9 0.0 1.9 0.0 17.1
61 44.2 1042 4.5 1.06 0.0 1.06 0.0 6.4
66 45.6 40 4.5 1.27 0.13 1.25 0.06 14.4
71 47.0 40 3.8 1.89 0.05 1.89 0.05 14.6
76 48.3 1042 3.9 0.95 0.0 0.95 0.0 7.7
81 49.5 1042 4.0 1.06 0.0 1.06 0.0 22.8
86 50.7 1042 4.4 0.57 0.17 0.45 0.11 13.5
91 51.8 40 4.1 1.79 0.2 1.7 0.22 20.1
96 52.9 4951 4.1 2.47 0.0 2.47 0.0 32.7
90% of market (average) 4.2 1.5 0.1 1.48 0.1 20.8
90% of market (weighted av.) 4.2 1.38 0.07 1.37 0.07 17.1

This table summarizes the product level data for the female jeans category. The statistics
described at the bottom rows (denoted as all) cover 90% of the sales in the market. We
report the average across products and the average weighted by market share.

at the time of purchase). We also observe the total number of reviews for each product.

Table 1 shows summary statistics for a selection of products from the female jeans

category. The selection is the same in this table and in some of the tables and figures that

will follow: we show data for every fifth product within the first 100 ordered by sales,

from 1 to 96. The second column of the table shows that the top 100 products account

for more than 50% of the sales in the category. The third column shows brand identifiers.

There are two dominant brands and the market can be thought of as concentrated. The

product ratings have a mean of 4.2 out of 5 and vary between 3.8 and 4.6 across the top-
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selling products. The average price is the average of the prices observed over the period

of 105 days our data covers, and the average purchase price is weighted by the number of

purchase instances. The standard deviations in price are computed per product over the

entire period. If a product is always sold at the same price, the purchase price and average

price are by construction the same, and their standard deviation is 0. For products with

price variation, we observe lower average buying prices. The last column shows that there

is considerable heterogeneity in return rates. Moreover, the return rate is generally lower

for products with higher rankings.

Table 2 shows summary statistics for purchase and return decisions for customers who

purchased at least one item from the same category, female jeans. At the 90th percentile,

customers purchase 3 items. On average customers buy once every 22.5 days and the

Fraction of products returned is about 18%.

3.2 Click-stream data

In addition to the purchase and return data, we also use click-stream (search) data for

the same customers and categories. These data were collected for five randomly selected

days between 29-06-2019 and 11-10-2019. The unit of observation in the click-stream

data set is a click by a consumer (identified by an individual code) on a product’s detail

page (identified by a unique product code) through a device (identified by a unique device

code) in a search session.2 There are approximately 21 million observations (clicks) by

1.4 million customers in 3.4 million search sessions for 28,821 distinct products in the

click-stream data. Each click is time-stamped. Time is measured in seconds. We capture

all activity in any of the 5 apparel categories mentioned above, including session activity

2A search session is a unique identifier determined by the (web) app that is associated with the visitor
when she starts her session. It remains the same until the user closes the app or browser.
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Table 3: Choice sets

average std.
cumulative size average price price

sales rank fraction market choice buying other other
product bought sessions share set price products products
1 0.39 2.4 5.1 0.95 0.84 0.14
6 0.07 10.1 5.1 1.90 1.20 0.14
11 0.07 17.0 3.6 1.18 1.24 0.17
16 0.04 21.7 6.2 1.14 0.90 0.12
21 0.03 25.5 6.1 0.95 0.91 0.15
26 0.01 27.9 4.9 1.14 0.99 0.14
31 0.01 30.6 5.3 1.64 1.61 0.17
36 0.02 32.7 4.9 1.14 1.06 0.11
41 0.01 34.5 8.6 1.84 1.26 0.26
46 0.01 35.3 8.8 1.43 1.12 0.27
51 0.04 37.9 6.8 1.90 1.34 0.21
56 0.02 39.5 6.3 1.90 1.37 0.22
61 0.03 41.2 4.7 1.06 0.95 0.13
66 0.00 42.8 3.0 1.14 0.95 0.19
71 0.01 44.4 3.6 1.90 1.25 0.10
76 0.02 45.0 6.7 0.95 0.95 0.17
81 0.01 46.4 6.0 1.06 0.96 0.18
86 0.02 47.3 2.9 0.38 0.67 0.09
91 0.01 49.2 5.1 1.74 1.18 0.09
96 0.02 50.3 4.8 2.47 1.56 0.20
all (bought one of 100 product) 3.33 51.5 5.3 1.27 1.05 0.15
bought one of the other products 2.4 5.3 1.6 1.2 0.18
bought no product 94.28 5.5 1.54 0.28

This table summarizes the characteristics of the individual choice sets based on 5 days of click-stream data
set. We consider a sequence of clicks in a day as a search session and they are included in this table’s
analysis if the customer clicked at least two product in the female jeans among the products in Table 1. If
there are multiple purchases in the same search session, the same search session is used multiple times.

across more than one category.3

Table 3 shows summary statistics on choice sets, which are defined as the sets of

products customers look at (these are sometimes also referred to as search sets). The

structure of the table is similar to the structure of Table 1. Each row is for a product that

was eventually bought. The table shows the fraction of sessions in which the product is

searched. Next, we show the market shares. They are numerically different from the ones

in Table 1 because here we report them for the five days for which we have click-stream

data. As expected, the differences between the ones reported here and the ones in Table

3Thus, when a consumer clicks first on the detail page of a dress and then continues with a pullover,
we observe search for both categories.
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1 are minor. The average size of the choice set, conditional on buying a product, is about

5 products. However, surprisingly, there is considerable heterogeneity in the size of these

conditional choice sets across different products. The table also shows that choice sets

contain products of similar prices. That is, there is a strong correlation between the

observed purchase price and the price of other products in the choice set.

In the structural estimation part, we restrict our sample to the 100 best selling products

in the “female jeans” category.4

4 Two stylized facts on product returns

In this section, we first document that return rates differ across products. Then, we show

that the likelihood to return a product depends positively on the price.

4.1 Heterogeneity of return rates across products

Accounting for product return decisions in demand estimates is essential for several rea-

sons. Chiefly among them, if the return rates vary across products or brands, product

return decisions are likely related to product features that cannot be observed online. To

illustrate how different return rates are, even among the most popular products, we plot

in Figure 1 the observed return rates for 20 out of the 100 best-selling products. As before,

in Table 1 and 3, we choose every fifth product in the female jeans category. Figure 1

shows that there is substantial variation across products, even within brands. Figure A.2

in Appendix A shows that the variation in return rates is also large across brands.

We also analyze return rates across gender and categories. Table A.1 in Appendix A

4The reason for this is that we only observe prices for products bought. By restricting the sample
to considering the most popular products, we minimize the requirement to impute missing prices. The
missing prices are 30% of all prices. The analysis presented here imputes missing prices using the last
price observed. Prices in our online setting are all national.
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Figure 1: Return rates for female jeans
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In this plot, we have the average return rates of a subset of best seller products. The colors of
the bars represent the brands.

shows that return rates are higher for females. This is driven by return decisions in the

dress category. In other categories, return rates across genders are similar. As one may

expect, return rates are larger when the uncertainty about the fit is higher. For instance,

the pullover category has smaller return rates than the female dress category.

Together with the return decisions, we also observe stated reasons for returning an

item. Table A.2 in Appendix A) shows that a large fraction of individuals names a size

mismatch as the main motivation to return an item. Among the other reasons, taste

mismatch, delivery issues, and payment problems were common other reasons.

Finally, we observe product ratings in our data set. We will use this information as

one of the control variables in Section 7.2 where we run several logistic regressions to

predict product returns.5 For completeness, Appendix A Figure A.3 shows that return

5The rating data set is collected in October 2020 and the ratings are the ratings recorded at the time
of sampling, not at the time of purchase.
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rates and ratings are inversely related.

4.2 Return rates and prices

There is no clear behavioral or economic foundation that foreshadows or dictates the

direction of the relationship between prices and return rates. On the one hand, customers

may have confirmation bias and keep the expensive products, which leads to a lower

return rate when the price increases. On the other hand, the monetary cost of a taste

mismatch increases with price and customers may be more motivated to return the item

and replace it. In the latter scenario, we would expect to see a larger return for more

expensive items. The direction and empirical magnitude of the relation between prices

and return rates are important because they will have an impact on the optimal pricing

decision. To this end, we present evidence about this relation using several descriptive

analyses.

Figure 2 shows the results of a kernel regression of return rates on products’ price

deviations from the category mean. We find the return rates and weighted averages of

the prices for each product together with their purchase frequency. Next, we compute

the deviation of average prices from their mean category prices. We implement the ker-

nel regression by taking the purchase frequencies (as the weights of the return rate-price

deviation pair observations) into account. The figure shows results for all products to-

gether and separately for 3 categories.6 The figure shows a clear positive dependence of

return rates on prices. Interpreting the relation when pooling across categories, return

rates are about 30% (4.7 percentage points) higher over the inter-quartile range (-25% to

35%) of price deviations. suggesting that when the monetary cost of a mismatch is high,

6We don’t show the pullover and coat categories because they are out of season in August and
September which covers almost all our data collection period.
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Figure 2: Dependence of return rate on price (using only between-product price variation)
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This figure shows the results of kernel regression for return rates on price deviations of a product
from its mean category price. We don’t show pullovers and coats since they are purchased less
frequently due to the summer season, though they are included in all. The bandwidths are set
according to the rule of thumb bandwidth.

customers have a stronger tendency to return the item, i.e., that the second argument

above dominates.

Figure 2 is based on exploiting variation in prices across products. We next look at the

relation between price and returns using only the variation of prices within products.7 For

this, we take the subset of products exhibiting price variation and calculate the weighted

average price at which each product is sold. The weight is given by the quantity sold.

Then, we create an observation for each observed value of the price a product is sold at

and calculate the deviation of that price from its weighted average price and the return

rate when the product was sold for that price. Finally, we perform a kernel regression of

return rates on the within-transformed prices, again using sales as the weight.

7Table 1 shows that such variation exists for some products. Such price variation exists because of
price experiments conducted by the sellers on the marketplace and occasional sales campaigns for some
products.
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Figure 3: Dependence of return rate on price (using only within-product price variation)
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This figure shows the results of kernel regression for return rates on price deviations of a product
from its mean price. Products showing price variation across time are included to be able to
identify the effect of price change on return rate at the product level. The bandwidths are set
according to the rule of thumb bandwidth.
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Figure 3 shows the result. When again pooling across categories, return rates are once

more 30% higher over the inter-quartile range (-25% to 30%). So, if a product is bought

at a lower price than its average sales price, it is less likely to be returned while it is more

likely to be returned if it is bought for a higher price than its mean price.

In Section 7, we complement these results with estimates from logistic regressions.

The results later serve as input into our counter-factual pricing scenarios in Section 8.

5 Optimal pricing

In this section, we study pricing in the presence of product returns. We start with

the standard firm problem and then modify the demand model and cost structure to

incorporate product returns. Then, we derive optimal prices and discuss how they depend

on product returns and the costs of these returns to the firm. Finally, we discuss how the

dependence of the return rate on the price and the existence of return costs push optimal

prices in opposite directions.

5.1 Incorporating product returns into the firm problem

Consider that firms have the following gross profit function, πf :

πf =
∑
j∈f

sj(p, θ) · (pj −mcj) (1)

where sj(p, θ) is the demand for the product j given a price vector p and preference pa-

rameters θ. sj(p, θ) is multiplied by the markup, i.e., the difference between the respective

price pj and marginal cost mcj, and summed up across the products of the firm f .

In the standard interpretation, choices are represented as being final and product
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returns are not modeled. However, product returns affect profits in at least two ways:

(i) they reduce revenue, and (ii) they raise costs. To represent (i), we introduce a return

rate function rj(p, γ) that interacts with sj(p, θ) and determines the returned and kept

quantities as rj(p, γ) · sj(p, θ) and (1− rj(p, γ)) · sj(p, θ), respectively. Notice that –in line

with the evidence we presented in Section 4 above– the return rate is product-specific and

is allowed to depend on the price.

To account for (ii), we include the costs of returns when the product is returned, in

combination with the function describing the return rate. The return cost is born by the

firms, not consumers. Not only is this consistent with business practice in our empirical

application, but it is also becoming the dominant arrangement in e-commerce, possibly

due to competition over customers.

Restating the profit function to incorporate reduced demand from returns and their

costs, we thus propose

πf =
∑
j∈f

sj(p, θ) · (1− rj(p, γ))︸ ︷︷ ︸
actual transactions

·(pj −mcj)− sj(p, θ) · rj(p, γ)︸ ︷︷ ︸
returns

·rcj, (2)

where rcj is the constant marginal return cost of the product j. The markup that a firm

obtains is scaled down by 1 − rj(p, γ) while the cost it covers has the additional part

sj(p, θ) · rj(p, γ) · rcj.

We now start with an analysis of sj(p, θ) · (1− rj(p, γ). We are interested in the demand

elasticity, i.e., how price affects the quantity sold versus the quantity sold and kept (i.e.,

net of returns), and the relation between these elasticities. This relation can be made
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explicit using the following derivation of own price elasticities:8

∂(sj(p) · (1− r(p)))
sj(p) · (1− r(p))

∂p

p

=
∂sj(p)

∂pj
· pj
sj(p)︸ ︷︷ ︸

Conventional Elasticity

− ∂rj(p)

∂pj
· p

1− rj(p)︸ ︷︷ ︸
Adjustment from Returns

(3)

The deviation from the baseline elasticity estimate will depend on the second term on the

right-hand side of equation (3). Theoretically, we know that sj(p) is a decreasing function

of pj but not much is known about the sign and size of the marginal impact of prices on

consumers’ tendencies to return items ∂rj(p)/∂pj in general. In Section 4, we have argued

that this dependence could be positive because higher prices leave consumers with less

surplus, everything else equal, or negative, when there is confirmation bias. Moreover, we

have documented that the dependence on the price is positive for our data, suggesting

that at least in our case, the first effect dominates. Consequently, the second term in (3)

that is subtracted is positive, which means in turn that final sales depend more on price

than initial orders. That is, conventional estimates of elasticities that are based on order

data and that do not take product returns into account are biased toward zero.

5.2 Pricing rule

We now show that the effect of price on the tendency of consumers to return items also

impacts pricing. The derivation of the optimal pricing rule given the standard profit

function in equation (1) is well-known (see e.g. Nevo, 2001)

∂πf
∂pj

= sj(p) +
∑
l∈f

(pl −mcl)
∂sl(p)

∂pj
= 0⇒ p = mc+

(
Ω ◦ −∂s(p)

∂p

)−1
· s(p),

8To simplify notation, we omit parameters θ and γ but keep p to make it clear that both s and r are
functions of the price vector.
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where Ω is the ownership matrix, and ◦ is element-wise multiplication. Entry ij of Ω is

an indicator for products i and j being owned by the same firm.

For the modified profit function in equation (2), we can derive the optimal pricing

equation in a similar way:9

p = mc+

Ω ◦ −

∂s(p)∂p
+
∂(−r(p) ◦ s(p))

∂p︸ ︷︷ ︸
A



−1

·

s(p) ◦(1− r(p))︸ ︷︷ ︸
A

−Ω ◦ ∂(s(p) ◦ r(p))
∂p

· rc︸ ︷︷ ︸
B


(4)

where the additional terms with respect to the original rule are annotated with curly

brackets. The terms denoted A are related to the changes in purchased quantities. The

term denoted B is incorporating return costs associated with returned products into

the pricing rule. The direction of the effect of these additional terms on the price is

ambiguous. Therefore, determining the direction of the price adjustments from returns

requires empirical measurement in a real-world scenario. In the next section, we will some

related intuition by studying the special case of a single-product monopoly seller.

5.3 Illustrative example

Constructing a single product monopoly example is useful for understanding how returns

affect pricing in equation (4). If we take the first order condition of equation (2) and

9See Appendix C for the derivation.

20



rearrange terms in a convenient way, we get10

p =

(
mc+

τ ′(p)

s′(p)− τ ′(p)
· rc
)

+
−s(p)

s′(p)− τ ′(p)
· (1− r(p)) (5)

where τ ′(p) is the partial derivative of s(p) · r(p) with respect to p, i.e. the total share of

returned goods given price. Suppose for now that the return rate does not depend on the

price, i.e. set r′(p) = 0. Then

p =

(
mc+

r(p)

1− r(p)
· rc
)

︸ ︷︷ ︸
marginal cost component

+
−s(p)
s′(p)︸ ︷︷ ︸

markup component

.

When prices do not affect the return rates, the markup component is as usual. However,

we allocate the return cost coming from the returned items on the kept items, leading to

the term r(p)/(1−r(p)) preceding the return cost, rc. This shows that one of the effects is

that product returns have an effect similar to an increase in marginal cost. The intuition

here is that for each item that is eventually sold, a marginal cost has to be paid when the

item is sold, and a return cost has to be paid for r(p)/(1− r(p)) items that are returned.

In addition, as we have documented in Section 4, the return rate depends positively

on the price. To see the effect thereof, assume that r(p) = r̄ + αr · p. Substituting this

into τ ′(p)
s′(p)−τ ′(p) and −s(p)

s′(p)−τ ′(p) in equation (5) and taking the derivative with respect to αr

shows how the marginal cost and markup components change due to this. Appendix C

shows that the derivative is positive for the first term and negative for the second term.

The intuition is as follows: since αr increases the return rate at a given price, there will

be an increase in the transfer of return costs coming from a returned share on the kept

share. This increases the total marginal cost of a final sale. For the markup term, actual

10To ease the notation: f ′(x) stands for the derivative of f(x) with respect to x.

21



sales will decrease at a higher speed when the price is elevated so firms will have smaller

room for price increases. This decreases margins.

Put differently, product returns have two effects on prices. They lead to upward

pressure on the price because they have a positive effect on the marginal cost; they lead

to downward pressure because they make demand more price elastic (when the return

rate depends positively on the price, as it does in our case).

Figure 4 illustrates this for a single product monopolist facing a logistic demand and

return function, respectively. To construct the three plots, we set {ūd = −2, αd = 2},

and γ = {r̄ = −2, αr = 0.5} where αr and αd are taste parameters of price in return rate

and demand functions, respectively.

Figure 4(a) plots profits against prices for different levels of the return costs. We see

that profits decrease in the return cost for any price. The optimal price when return costs

are zero is lower than the price when return costs are ignored; and the higher the return

costs, the higher the optimal price.

In Figure 4(b), we plot the optimal price against the return rate. We do so for 4

scenarios: incorporating the effect of returns on the price sensitivity of demand, or not

incorporating it; combined with incorporating return costs, or not incorporating return

costs. We see that the presence (absence) of return costs makes the optimal price rise

(fall) as a function of the return rate.

Finally, Figure 4(c) plots optimal prices against the price sensitivity of returns. The

marginal cost- and markup terms are shown by dotted and dashed lines (right axis) and

the baseline price and optimal price (sum of the marginal cost and markup terms) are

shown by solid and dash-dotted lines (left axis), respectively. The figure shows that the

stronger the effect of price on the return rate, the larger the marginal cost effect on prices

22



Figure 4: Illustration
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and the smaller the markup effect on prices. The combined effect (dash-dotted line) is

non-monotone.

6 Empirical approach

The primary goal of this paper is to investigate how the pricing decision is affected by

product returns. In Section 5, we have shown that for this, we need to estimate on the

one hand how initial orders for each product depend on all prices; and on the other hand

how the return rate varies across products and depends on the price.

One way to proceed would be to take a fully structural approach. For this, one could

for instance spell out a sequential search model in which consumers have the option to

return the product at some (possibly non-monetary) cost. Then, one could estimate the

model and obtain demand for given prices, cross-price effects, and return rates. The

advantage of this approach is that it is fully micro-founded and internally consistent.

Therefore, one can meaningfully characterize welfare effects, which is however not the

focus of this paper.

Pursuing a fully structural approach also comes at a cost. Such a model is very

complex, which means that many modeling choices need to be made. For instance, a

parametric functional form for the search cost distribution has to be specified; and whether

and how search costs vary across products. Moreover, identification is less direct and it

is substantially harder to estimate the model parameters.

Therefore, we instead use empirical models that are also used by firms when they make

pricing decisions. In particular, we use a multinomial logit model for initial orders and a

binary logit model for the return decision. The option value of being able to return the

product is captured by the intercepts in the multinomial logit model.
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At the same time, we allow for rich heterogeneity across consumers by using observed

consideration sets when we construct the multinomial logit probabilities. Thereby, we can

capture substitution patterns that are much richer than the ones that are traditionally

implied by the multinomial logit model. This is of key importance for obtaining realistic

results when we conduct our counterfactual simulations.

6.1 Initial orders

We use a multinomial logit model with individual-specific consideration sets to model

initial orders. We directly observe the choice sets for a subset of individuals for which we

have the 5 days of click stream data. These data are also informative about the distri-

bution of consideration sets for a given choice that was made. For the other individuals

–those for which we only have transaction-level data– for which we do not observe con-

sideration sets, we use the information on the distribution of consideration sets from the

click-stream data to obtain choice probabilities using simulated consideration sets. Details

on this can be found in Appendix B. Estimation is done by maximum likelihood using

individual-level data.

The choice probability of product j at time t by individual i with a known consideration

set Si is given by the usual multinomial logit formula:

Pr(yit = j | Si) =
exp(ujt)∑
k∈Si exp(ukt)

(6)

where ujt = Xj · β − αd · pjt and Xj is a vector of characteristics of product j, β are

associated taste parameters, αd is the price coefficient and pjt is the price of the product

j at time t.

If we have simulated consideration sets, we have to take an average over the simulated
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probabilities corresponding to simulated consideration sets. Let’s denote the lth simulated

consideration set of the product j as CSjl :

Pr(yit = j) =
1

L

L∑
l=1

Pr(yit = j | CSjl) =
1

L

L∑
l=1

exp(ujt)∑
k∈CSjl exp(ukt)

Consumers for whom we have click stream data choose between the outside option and

all products they have inspected. In line with this, the sets Si for consumers for whom

we have click-stream data contain an outside option. The consumers for whom we have

transaction data buy one product for sure. Therefore, the draws of sets CSjl for those

consumers for whom we only observe what they have bought do not contain an outside

option. That is, we model product choice conditional on buying any inside good.

The parameters for the demand model are identified from the variation in choice sets,

the variation in average ratings within the brands’ products, and price variation within

products across days. Identification of brand dummies and the coefficient for the average

rating depends on the relative number of purchases for these products after normalizing

the outside option’s value to zero.

We estimate the parameters by maximum simulated likelihood. For this, we simulate

consideration sets as described in Appendix B. We use them to simulate choice prob-

abilities for individuals for which we do not observe the consideration sets. For those

who have observed consideration sets, the computation of multinomial logit probability

is straightforward.

The log-likelihood function is

L(β, αd) =
J∑
j=1

T∑
t=1

njt · log

(
1

L

L∑
l=1

Pr(yit = j | CSjl)

)
+
∑
i∈I

log(Pr(yit = j | Si)), (7)
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where njt is the frequency of choosing product j at time t.

6.2 Returns

We use a binary logit specification to model the return rate r(p, γ). We capture het-

erogeneity across products by including product fixed effects. We then estimate the

dependence of the return rate on the price.

We can identify the coefficients in the logistic regression of return dummies on product

fixed effects and price from the relative frequencies of product returns and price variation

in transactions within products.

When estimating the parameters, we are not restricted to the sample of products (100

best sellers) that we use for estimating demand. The reason is that there is no missing

price problem in the transaction level data, i.e. we observe the characteristics of a product

for every consumer. This provides us with the opportunity to study the dependence of

the return rate more broadly.

7 Results

7.1 Initial orders

Table 4 shows our demand estimates. Column (1) reports estimates when we only use the

transaction data; column (2) reports estimates when we also use the click-stream data.11

We control for brand fixed effects and for differences across products within the same

brand using the average rating. Table D.3 in Appendix D shows that brand coefficients are

distributed in a relatively large range. This captures the taste heterogeneity of customers

11Using only the click-stream data is not feasible, as there is not enough variation in prices within
brands across the 5 days for which we have click-stream data to identify the price coefficient.
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Table 4: Demand parameters

(1) (2)
only data both data
100 days sets

price 2.17 1.914
(0.018) (0.015)

average rating 0.705 0.692
(0.018) (0.018)

brand fixed effects yes yes
purchase week fixed effects yes yes

log likelihood -74452 - 87606
nr. observations 60544 118706a

This table summarizes the estimation results for three
models: (1) demand estimation for 100 days of purchase
data without observed consideration sets and (2) our cus-
tom model described by the likelihood function in Equa-
tion 7. The characteristics include brand fixed effects,
average rating and price. The standard errors are robust
standard errors of MLE estimation.
a Number of transactions in 100 days and search & trans-
action (including no purchase) in 5 days.
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controlling for price and ratings and determines the level of initial product orders. As

expected, demand depends positively on the rating. In addition, we control for seasonal

patterns using week fixed effects.

The average implied elasticity of demand with respect to the price is around -2.

7.2 Product returns

Our estimates for the return model are reported in Table 5. They complement the evidence

that we have already presented in Figures 2 and 3 and that we have discussed in Section

4.

We estimate six specifications of the model using data for all category-gender pairs

and one model on the demand estimation sample, i.e. the 100 top-selling female jeans.

The first three columns use price as a continuous variable and control for (1) product

and time FE, (2) brand and category-gender FE along with the average rating, and (3)

time FE in addition to (2). Columns 4-6, repeat the same regressions in 1-3 but use

different variables capturing the dependence on the price, namely dummies for intervals

of price deviation from the respective mean prices of the product. The last column is the

same model as column 1, but here we restrict the sample to the one we use for estimating

demand. The coefficients are significantly positive and range between 0.2-0.4. This means

return rates depend positively on the price, even after controlling for product and time

FE. We observe similar values in columns 1-3 and column 7. This exhibits that in our

showcase category, female jeans, there is no systematic difference from the overall pattern.

We see a monotonically increasing trend in the coefficients of dummies as the deviation

from the mean price increases. We will use the results in column 7 in our counterfactual

simulations when we need r(p) of (4).
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Table 5: Parameters of the return model

(1) (2) (3) (4) (5) (6) (7)

price 0.258 0.393 0.413 - - - 0.206
(0.018) (0.005) (0.005) (0.119)

(-40%< p̃ <-20%)a - - - 0.372 0.303 0.321 -
(0.049) (0.044) (0.045)

(-20%< p̃ <0%) - - - 0.444 0.356 0.4 -
(0.048) (0.043) (0.043)

(0%< p̃ <20%) - - - 0.511 0.414 0.466 -
(0.048) (0.043) (0.043)

(20%< p̃ <40%) - - - 0.62 0.545 0.576 -
(0.049) (0.045) (0.045)

(40%< p̃ <60%) - - - 0.688 0.625 0.619 -
(0.056) (0.05) (0.051)

average rating - -0.417 -0.388 - -0.355 -0.349 -
(0.006) (0.006) (0.006) (0.006) -

product fixed effects yes no no yes no no yes
brand fixed effects no yes yes no yes yes no
purchase week
fixed effects

yes no yes yes no yes yes

category-gender
fixed effects

no yes yes no yes yes no

log likelihood -332569 -344917 -342743 -332500 -348332 -345335 -26589
number observations 801524b 801524 801524 801524 801524 801524 65929

This table summarizes 7 models of logistic regression of product returns on various control variables
using the transactions from all categories & estimation sample. First three columns are logistic
regressions of returns on price and (1) product and week, (2) category-gender, and week and (3)
category-gender, brand and week fixed effects. The next three columns is the regression of returns
on bins of the deviations of prices from their mean at the product level and the fixed effects in
the order of first three columns. The last column is the logistic regression of returns on price and
product fixed effects for the demand estimation sample of female jeans.
a The intervals represent the range of dummies for the deviation of a product’s price from its mean.
b The number of the transactions for products sold more than 20 times and show price variation.
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We see similar values for the coefficient on the average rating across these models.

They are negative and significant. This means that products are less likely to be returned

when they are better rated.

7.3 Elasticities for gross and net sales

We derived the price elasticity of return adjusted demand in (3) for a general multiplicative

structure. Relying on our choice for the functional forms, we can continue our analysis

from where we left off and calculate the percentage deviation in return adjusted elasticity

with respect to the original one. The second term in (3) under the functional form

assumptions we have made is

∂(1− rj(p))
∂pj

· p

1− rj(p)
=
−(−αr · exp(r̄ − αr · p))

(1 + exp(r̄ − αr · p))2
· p

1− r(p)

= αr · r(p) · (1− r(p)) ·
(

p

1− r(p)

)
= αr · r(p) · p

This means the rate of deviation from the original own price elasticity is12

αr · r(p) · p
αd · p · (1− s(p))

=
αr · r(p)

αd · (1− s(p))
(8)

where the denominator is the absolute value of the original own price elasticity.

Figure 5 shows demand elasticities for the same sample of products as in Figure 1.

These are all products that are among the top 100 selling products in the category. The

elasticities are higher on average when we use data on sales net of returns. Furthermore,

the divergence between the two elasticities varies by product. In Figure D.5 in the Online

Appendix, we show the distribution of the ratio between the net and the gross price

12In absolute value terms.
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Figure 5: Elasticities of sales with and without returns
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This figure shows the price elasticity of demand for all 100 products. Elasticities based on the
demand model without returns are shown with light gray color. The elasticities increase to the
levels shown by the dark gray color. These values are computed based on the estimates in Table
5 and 4.

elasticities. Net elasticities are 1-6% larger compared to gross elasticity, on average around

2%.

8 Counterfactual analysis

The empirical estimation results along with the return cost data provided by the market-

place allow us to run counterfactual pricing scenarios where firms set the prices taking

into account the effects of product returns. We use the theoretical results derived in

Equation (4) to run two counter-factual scenarios: (i) firms use the new pricing rule as

their best response while other firms keep their prices constant and (ii) all firms adopt

the new pricing rule and they converge to the equilibrium of mutual optimal responses.

We summarize the results in Table 6 and illustrate how the prices change in equilibrium
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Figure 6: Dependence of price adjustment on return rates

10% 20% 30% 40%
return rate

1%

2%

3%

4%

5%

6%

7%

8%

pr
ice

 c
ha

ng
e

This scatter plot shows the original return rates of the products (in x-axis) and the price changes
(in percentage) in the counter-factual equilibrium pricing scenario (in y-axis). Each marker
represents a different brand.

in Figures 6 & 7.

In best response pricing, we assume that only one firm adopts the pricing rule in

(4) and other firms keep their prices fixed. We do this exercise for each firm separately

and obtain the new set of prices for each firm. The counterfactual results based on each

firm’s modified price (while keeping other firms’ prices constant) will be recorded. In

equilibrium pricing, all firms respond to the prices they observe with the new pricing

formula and they converge to a price equilibrium. We obtain similar results for the best

response and equilibrium prices. Therefore, to be concise, we only discuss the results of

equilibrium pricing counterfactual.

Figure 6 shows how equilibrium prices shift from existing prices with respect to return

rates. Each marker is a product and the marker types represent brands. We see a clear

positive link between return rate level and price increase. This is caused by the return

33



Figure 7: Price changes for selected products

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96
product id

1.0

1.2

1.4

1.6

1.8

2.0

2.2

pr
ice

original
equilibrium

This plot shows the original and counter-factual equilibrium prices for the subset of products
presented in Data Section based on the structural estimates when product returns are considered.

cost which imposes a stronger effect on prices as return levels rise. One can also see the

changes for the subset of products that we used in the descriptive statistics (Section 3).

For a given original price level, we see variation across equilibrium prices, e.g. products

11 and 16. This is mainly due to the variation in product return rates.

The reflection of these price changes can be seen in Table 6. Each row in this table

summarizes the changes in the new pricing equilibrium for a firm. The first column is

the number of products sold by each firm. We have two dominant firms and several small

firms. The following columns show the change in the weighted average of the respective

column names. As it is clear from Figure 6, we have an increase in prices for all firms.

This leads to a decrease in the initial online orders (note that the outside good’s price is

fixed at 0). This first-order effect created a decrease in total return costs paid, although

the weighted average of return rates may be larger for some firms. The decrease in the
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Table 6: Effect of incorporating returns on market equilibrium

# products price return rate initial orders return cost profit
53 1.34% -0.15% -3.18% -3.32% 0.42%
36 1.76% -0.39% -2.40% -2.78% 0.40%
2 3.17% 1.07% -11.57% -10.63% 1.76%
2 1.95% 0.30% -3.19% -2.89% 0.75%
2 3.42% 0.55% -6.05% -5.54% 1.89%
2 7.89% 1.20% -12.96% -11.92% 2.85%
1 7.42% 1.67% -21.55% -20.23% 6.33%
1 2.92% 0.77% -6.64% -5.92% 1.82%
1 1.25% 0.18% -0.09% 0.09% 1.51%

This table provides the percentage changes for the specified set of variables in new equi-
librium prices with respect to original prices at the firm level. The return rates and prices
are weighted according to the weights of the products within the firm.

weighted averages of return rates for the top two firms shows they may lead the customer

to the products with lower expected return rates by adjusting their prices. The decrease in

initial orders also leads to a decrease in finalized transactions but at the optimal point, we

see profit increases ranging between 0.4% to 6% thanks to the decrease in return costs.13

Recall from the discussion in Section 5 that the positive dependence of the return

rate on prices leads to downward pressure on prices while taking the additional cost into

account leads to upward pressure on prices. Our results show that the second effect

dominates. As a result, the number of initial orders decreases and therefore the total

number of returns, even though the return rate slightly increases. Fewer resources are

spent on product returns, and firm profits increase.

9 Conclusion

In this paper, we study the optimal pricing problem of sellers in the presence of customer

product returns. Using a novel transaction and clickstream data set from a large Turkish

13The larger values are for the smaller firms. A weighted average would yield 0.6%.
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online marketplace, we first document two key facts about return rates: (i) return rates

are heterogeneous across products, and (ii) return rates depend positively on price.

We then develop an optimal pricing rule incorporating product returns and show how

marginal cost and markup channels change when returns are accounted for. Qualitatively,

our theory and the empirical facts suggest that the markup term should shrink while the

marginal cost term expands.

We estimate a demand and a return model to quantify the sizes of these two effects

and determine which one is dominant. Based on the estimated taste primitives, we solve

for the market equilibrium with the new pricing rule. The results suggest that firms

decrease their prices up to 5%, with an average of 1.5%, if there were no return costs.

However, when the data provider’s return cost estimate is incorporated, prices increase

up to 6%, with an average of 2.1%. So, on average, 1.5% shrinkage in markup terms is

dominated by a 3.6% increase in marginal costs. In the equilibrium, the total number

of product returns decreases, although return rates increase, because of the reduction in

online orders.
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Econometrica: Journal of the Econometric Society 69 (2), 307–342.

Ofek, E., Z. Katona, and M. Sarvary (2011). âbricks and clicksâ: The impact of product
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Online Appendix



A Data

In this section, we share additional descriptive statistics of the data set.

Figure A.1: Total and net sales for a sample of female jeans
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This plot shows the logarithm of the number of sales in y-axis and the product id (ranked
according to the number of gross sales) in x-axis. One can notice that the rankings will change
if we sort according to net sales even by 10 ranks.
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Figure A.2: Return rates by brand
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In this plot, we have the average return rates of brands for the 20 best seller brands in female-
jeans category.

Table A.1: Return rates by category and gender

Gender Category Return Rate

Female Trousers 17.36%
Female Coat 19.24%
Female Pullover 7.83%
Female Jeans 18.44%
Female Dress 18.74%
Male Trousers 14.25%
Male Coat 20.29%
Male Pullover 7.3%
Male Jeans 18.09%

This table is shows the average return
rate in gender-category pairs, which
will define a market (set of substitute
products) in our analysis.
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Table A.2: Return reasons

return reason share

Size mismatch 49.99 %
Dislike product model 9.21 %
Dislike product quality 8.8 %
Unliked product 4.71 %
Abandon 4.6 %
Wrong order 4.46 %
Various reasons of size and quality 3.2 %
Defective product 2.56 %
Order another product 2.25 %
Reason not specified 2.2 %
Delay 1.95 %
No delivery 1.05 %
Choose wrong payment method 1.04 %
Different product 0.89 %
Cancel address change 0.75 %
Cancel economic reason 0.74 %
Various reasons 0.73 %

This table shows the return reasons that are stated
more than 500 times. Some common reasons are
clickable options in the website and if the cus-
tomer cannot find a satisfying option, she can write
her own explanation. Reasons related to cancel-
lations without receiving the product (wrong pay-
ment method, no delivery, wrong order -if less than
3 days- are dropped in the estimation.)
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Figure A.3: Dependence of return rates on product ratings by category

This scatter plot shows the ratings (in x−axis) and return rates in percentages (in y − axis)
with the observation numbers represented by the radius of circles for the markets labeled in
their titles. The linear relationship (estimated using weighted least squares) is shown by the
dashed line.

Figure A.4: Dependence of return rates on product ratings

This scatter plot shows the ratings (in x−axis) and return rates in percentages (in y−axis) with
the observation numbers represented by the radius of circles. The linear relationship (estimated
using weighted least squares) is shown by the dashed line.
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B Simulation of consideration sets

Suppose we have the following observed consideration sets for product 2:

{2, 1, 3, 4}

{2, 3}

{2, 5, 6}

{2}

{2, 5}

{2}

{2, 1}

Based on these sets, we have the following binom2k’s:

binom21 = 2/7, binom22 = 7/7, binom23 = 2/7,

binom24 = 1/7, binom25 = 2/7, binom26 = 1/7

The probabilities are generally lower in the above example, so it is very unlikely to have

a consideration set larger than actual consideration sets. Since binom22 is 1, whenever

we take a draw from a Bernoulli distribution, it will be 1 and therefore product 2 will be

in the consideration set as expected. For other products depending on the result of the

draw based on the respective probability, we will include them in the consideration set.

Repeating this procedure will yield simulated consideration sets for product 2.
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C Optimal pricing

If we take the derivative of the profit function in (2) with respect to the price of item j,

we get the following first-order condition for pj to be optimal.

∂πf
∂pj

=
∑
l∈f

(
∂sl(p)

∂pj
· (1− rl(p)) +

∂(1− rl(p))
∂pj

· sl(p)
)
· (pl −mcl) + sj(p) · (1− rj(p))

−
∑
l∈f

(
∂sl(p)

∂pj
· rl(p) +

∂rl(p)

∂pj
· sl(p)

)
· rcl = 0

We can replace the summation notation over the firm’s products and cross derivatives of

scalars with vector notation and express all first-order conditions in a compact form:

(
Ω ◦

(
∂s(p)

∂p
− ∂(r(p) ◦ s(p))

∂p

))
· (p−mc) + s(p) ◦ (1− r(p))− Ω ◦ ∂(s(p) ◦ r(p))

∂p
· rc = 0

Rearranging the terms to isolate p yields:

p = mc+

(
Ω ◦

(
∂s(p)

∂p
− ∂(r(p) ◦ s(p))

∂p

))−1
·
(
−s(p) ◦ (1− r(p)) + Ω ◦ ∂(s(p) ◦ r(p))

∂p
· rc
)

Finally, by multiplying the terms within two big parentheses by −1, we get the pricing

rule in a comparable way to the original pricing rule as in (4).

C.1 Derivation of Illustrative Example

We have

∂
(s′(p) · (r̄ + αr · p) + s(p) · αr)

s′(p)− (s′(p) · (r̄ + αr · p) + s(p) · αr)
∂αr

=
(p · s′(p) + s(p)) · s′(p)

(s′(p)− (s′(p) · (r̄ + αr · p) + s(p) · αr))2
.
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The denominator is always positive, so we have to check the sign of the numerator. We

can notice that the first term is the price elasticity of demand plus 1 when it is divided

by s(p), hence that part is negative for normal goods. s′(p) is also negative and therefore

we see that marginal cost is increasing in αr.

For the markup we have

∂
−s(p) · (1− r̄ − αr · p)

s′(p)− (s′(p) · (r̄ + αr · p) + s(p) · αr)
∂αr

=
s(p) · (−αr · p · s(p)− (1− r̄ − αr · p) · s(p))

(s′(p)− (s′(p) · (r̄ + αr · p) + s(p) · αr))2
.

Again, we have to focus on the numerator and it is clear that the term inside the paren-

thesis is negative. This means that the markup term shrinks as αr, the return rate’s

reaction to price, increases.
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D Additional results

Table D.3: Estimation Table with Brand Fixed Effects

both data sets

price 1.914
(0.015)

average rating 0.692
(0.018)

brand 1 -3.52
(0.1)

brand 2 0.38
(0.46)

brand 3 -1.82
(0.14)

brand 4 -4.96
(0.1)

brand 5 -4.07
(0.11)

brand 6 -2.00
(0.13)

brand 7 -4.75
(0.12)

brand 8 -2.95
(0.14)

brand 9 -2.27
(0.15)

purchase week fixed effects yes

log likelihood - 87606
nr. observations 118706
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Figure D.5: Price elasticity before and after accounting for returns
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This histogram shows the distribution of the percentage deviation in the net demand elasticity
of price with respect to the gross demand elasticity of price.

Figure D.6: Dependence of profit increase on return rate
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This scatter plot shows the original return rates of the products (in x-axis) and the profit change
(in percentage) in the counter-factual equilibrium pricing scenario (in y-axis).
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Figure D.7: Dependence of return cost change on return rate
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This scatter plot shows the original return rates of the products (in x-axis) and the return cost
changes (in percentage) in the counter-factual equilibrium pricing scenario (in y-axis).
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